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Abstract: Customer reviews of goods sold on shopping sites are pivotal factors to affect the potential purchasing
behavior. However, some traditional classification methods are too simplistic to take buyers’ feelings and emotions
into full consideration. In this paper, an extended asynchronous spiking neural P system with local synchronization
and weighted synapses is proposed to achieve the sentiment clustering of Chinese customer reviews based on graph
representation. Each sentiment word in a comment record is regarded as one unique node of a senti-graph, and the
extended SN P system carries out the clustering algorithm by taking each senti-graph as a vertex in the 2D scheme
and using the sentiment similarity between them to measure the edge weight. Neurons in the system are divided
into four main sets and several subsets, with rules applied asynchronously among different sets but used in a syn-
chronous manner within the same one. The computational complexity is limited toO(n2) in the worst case and
optimized toO(n) as the best. A case study shows its computing effectiveness and customer feedbacks clustered
by emotion orientation could provide us better understanding on the customer feelings and product features.

Key–Words:Membrane computing, Spiking neural P system, Sentiment clustering, Graph representation, Cus-
tomer review

1 Introduction

With the popularity of Internet and the convenience of
online shopping, more and more transactions on com-
modities and services have been conducted through
the E-commerce website. Appraisals given by clients
after once consumption have become both fundamen-
tal ways for business companies to collect attitudes
about their products and important references for po-
tential customers who intend to put their preferred
goods in the “shopping cart”. As the main task of
opinion mining, sentiment analysis aims to abstrac-
t the emotion orientation of documents and sentences,
and provide more complex classifications rather than
just positive or negative categories. In the sentiment
clustering approach based on the graph representation,
a text is treated as a digraph, with the node denoting
the opinion word and the directed edge defining the
connecting relation of two words.

Membrane computing is one of the recent branch-
es of natural computing and quite a number of topic-
s have been raised and studied the new proposed P
system. As the main type of tissue-like P systems,
spiking neural P systems (SN P systems, for short)
were introduced in the aim of defining computing
models inspired from the way neurons communicat-

ing with each other by means of electrical impulses,
where there are synapses between each pair of con-
nected neurons [1]. With only one kind of objects
indicating the spike, specific rules are applied non-
deterministically in each neuron and the whole system
works with maximum parallelism.

In this paper, a variant of SN P systems is in-
troduced, using an asynchronous mode at the global
level and making local synchronization in subdivided
sets. Synapses are endowed with integer weight and
different thresholds of spikes are assigned on differ-
ent neurons. The problem of classifying those online
reviews should be transformed into the clustering of
senti-graphs in the first place, and then the PAM al-
gorithm based on this new representation is applied to
divide these data elements into several sentiment clus-
ters. A typical real-word case is used to elaborate the
applicability and scalability of this P system. Some
drawbacks waiting to be conquered are also discussed
in our work.

2 Related Work
In general SN P systems, the synchronization plays
a crucial role in controlling the computation, but Pan
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et al. [2, 3] considered non-synchronized systems as
noteworthy with the fact that an enabled rule wasn’t
obligatorily used and the neuron could remain unfired
in a given time unit. Since there can be several synaps-
es between each pair of connected neurons, Wang et
al. [1, 4] endowed synapses with integer weight to
be the efficacy measure. Each neuron was designated
a threshold denoted by a real number and the spikes
would be sent out when its potential was equal to the
threshold. Moreover, characteristics of the astrocyte
control and neuron division have been introduced in-
to the framework of SN P systems successively [5, 6],
but few researches have focused on the combination
of clustering algorithms and SN P systems.

Feng et al. [7, 8] grouped blog search result-
s with a lexicon-based sentiment clustering algorith-
m instead of using the traditional topic-oriented tech-
nique, and used a Probabilistic Latent Semantic Anal-
ysis (PLSA) based approach to model the hidden sen-
timent factors. In [9], a SoB-graph model was adopted
and the node was defined as a sentiment word marked
with an identifier. Each edge was assigned with three
tags and the sentiment similarity between two BSR-
items was calculated by the distance between two
SoB-graphs. The sentiment analysis of customer re-
views has already been mentioned in [10, 11]. Howev-
er, researchers should pay more attention to the client
feedbacks on Chinese E-commerce websites, which
is a huge emerging market with rapid expansion, and
clustering algorithms associated with the graph repre-
sentation are capable of achieving opinion mining on
large data sets generated online.

3 Sentiment Clustering Based on
Graph Representation

In the majority of Chinese shopping websites, cus-
tomer reviews of goods and services are usually de-
scribed by three words: positive, neutral, and nega-
tive, which represent three recommendation degrees
given by users based on their personal experiences.
Nevertheless, this partition method is ambiguous to
show different attitudes of people in regards to the
quality of products, the logistics distribution, and the
after-sales service. In decision making, especially on
cosmetics and clothes, others’ opinions have a signifi-
cant effect on the choice making of customers, which
need to be subdivided to improve users’ browsing ef-
ficiency and assist manufacturers to find their weak-
nesses compared with other competitors. In addition,
clear classification of shopping appraisals based on e-
motion orientation will help to collect more client in-
formation and contribute to the customer relationship
management (CRM) in the long run.

3.1 The graph-based framework of customer
reviews

For the purpose of applying sentiment clustering to
customer reviews associated with a variety of com-
modities, the first thing to do is treating every record
as an independent entity, using Chinese Natural Lan-
guage Processing Tool (ICTCLAS) to conduct seg-
mentation on each sentence and extracting sentiment
words by means of NTUSD, a kind of simplified Chi-
nese sentiment lexicons constituted by 2810 positive
words and 8276 negative words. Since each review
may consist of several parts of speech words such as
nouns, verbs, adjectives and so forth, we just confine
ourselves to retaining the words with sentiment polar-
ity and neglecting others. Given the extracted senti-
ment words of one comment record, we use a two-
level graph representation to provide more structural
information within each record and more mutual rela-
tionships between them.

Definition 1 A graphG is a weighted and undirected
graph of the formG = (V,E), V = {vi|1 ≤ i ≤ n},
andE = V ×V = {eij |1 ≤ i, j ≤ n}. Each customer
review is corresponded to a vertexvi and the weight
endowed on the edge denotes the sentiment similarity
between two customer reviews.

Definition 2 A customer review is also modeled as a
senti-graph(usingSG for short), and eachSGi(1 ≤
i ≤ n) is seen as a vertex in graphG. SGi is an undi-
rected complete graph with the following structure:
SGi = {Vi, Ei, λ, ϕ} (1 ≤ i ≤ n), Vi ={vpij |1 ≤ i ≤

n, 1 ≤ j ≤ ni, p ∈ N}, andEi = Vi × Vi ={eqjk|1 ≤

j, k ≤ ni, q ∈ N}, whereλ = {p|p ∈ N} and
ϕ = {q|q ∈ N}.

From the above definition, each node of a senti-
graph represents a sentiment word in the customer
review andni is the number of nodes remaining in
SGi. Therefore,vij indicates thejth node in theith
senti-graph. Note that a sentiment word could appear
more than once in a review record, it’s appropriate to
mark them with different vertices with the fact that
they have different locations and share the relation-
ship with different neighbors. Sop ∈ N is used as a
label to indicate the word frequency andv1ij, v

2
ij , . . . ,

vpij means different vertices but the same sentiment
word. Moreover, labelp can be omitted if there are no
repeated words in a record. Labelq(1 ≤ q ≤ ni − 1)
reflects the amount of words between two sentimen-
t words and it equals to 1 when they are adjacent to
each other. The structure of graphG and an example
of a senti-graph is better seen in Figure (1) and the
sentiment similarity between two customer reviews is
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measured by the closeness between two senti-graphs
based on this new graph representation.
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Figure 1: Example of a senti-graph and graphG

3.2 Clustering customer reviews using graph
similarity

The similarity between two senti-graphs, defined as
s(SGi, SGj), is calculated by the following equation:

s(SGi, SGj) =
mss(SGi, SGj)

|SGi|+ |SGj |+mss(SGi, SGj)

(1 ≤ i < j ≤ n) (1)

wheremss(SGi, SGj) characterizes the maxi-
mum similarity betweenSGi andSGj . More precise-
ly, mss(SGi, SGj) =|identical nodes|+|identical
edges|, namely the sum of the number of all identical
nodes and identical edges in two graphs.|SGi| mea-
sures the size of graphSGi and equals to the equa-
tion |SGi| = |Vi|+ |Ei|. Obviously,s(SGi, SGj) =
s(SGj , SGi) on condition that1 ≤ i < j ≤ n,
and we presume thats(SGi, SGj) = 1 when i is
equivalent toj. Note thats(SGi, SGj) changes in
the interval of[0, 1] and it reduces to zero with the
value of mss(SGi, SGj) becomes zero. With the
same|SGi| + |SGj |, s(SGi, SGj) gets larger when
the maximum similarity of two senti-graphs increas-
es ands(SGi, SGj) turns to decline with the condi-
tion that the value of|SGi|+ |SGj | begins to rise and
mss(SGi, SGj) remains unchanged.

Definition 3 Two nodes in senti-graphsSGi andSGj

(1 ≤ i < j ≤ n) are identical nodesif the similari-
ty between the two corresponding sentiment words is
larger than the thresholdτ .

Draw inspiration from [12], some external knowl-
edge is utilized to measure the sentiment similarity
between two words with polarity. Considering the
word resemblance, the value ofτ in our paper is lim-
ited to 0.1, and two nodes are identical if and only if
s(vim, vjl) > 0.1 (with the restriction that1 ≤ i <
j ≤ n, 1 ≤ m ≤ ni, 1 ≤ l ≤ nj). Under the pre-
vious definition,s(vim, vjl) equals to 1 whenvim and

vjl match with the same sentiment word. Unlike tra-
ditional mathematical symbols,vim in SGi could be
“identical” with multiple nodes inSGj as long as the
similarity between two sentiment words exceeds the
threshold.

Definition 4 The edgeekml(1 ≤ m < l ≤ ni, k ∈ N)
andetsr(1 ≤ s < r ≤ nj, t ∈ N) in SGi andSGj

(1 ≤ i < j ≤ n) areidentical edgesif one of the fol-
lowing conditions holds true: 1.vim andvjs, vil and
vjr are identical nodeswith k = t; 2. vim andvjr,
vil andvjs are identical nodeswith k = t. A sigle-
ton edge inSGi can also be “identical” with several
edges inSGj simultaneously and all the times should
be counted to reveal the close connection between two
senti-graphs.

Derived from the previous definition, we use the
PAM clustering algorithm, a k-medoids based parti-
tioning technique, to realise the sentiment classifica-
tion of online customer reviews, and the basic algo-
rithm is described as follow [13]:

Table 1: Sentiment clustering of customer reviews us-
ing the senti-graph representation
Inputs: a set ofn customer reviews, a parameterk

defining the number of clusters
Outputs:k centroids of clusters, and for each review

the cluster it belongs to
Step 1 Segment review records and extract sentiment

words by eliminating the others;
Step 2 Map each record into a senti-graph, calculate

the similarity between each pair of them;
Step 3 Usen vertices in graphG to denote

senti-graphs and choosek(2 ≤ k ≤ n− 1)
of them as the initial centroids arbitrarily;

Step 4 Assign each data object to be in the cluster of
its most similar centroid;

Step 5 Select a non-medoid objectO′ randomly and
compute the total costS′;

Step 6 Replace one initial centroid withO′ if S′ <
S (the new centroid improves the total cost
of the clustering result);

Step 7 Repeat Steps 4 to step 6 until the centroids do
not change.

In light of this sentiment clustering algorithm, it
pertains to designate those sentiment words, which
contain in the center senti-graph, as the key words of
this cluster to represent the overall appraisal of this
product or service. Customers could see what other
users think about the goods and view its strengths and
weaknesses more intuitively.
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4 Basic Configuration of Extended
Asynchronous SN P Systems

Note that it’s useful for readers to have some famil-
iarity with basic prerequisites of the language theory.
With respect to the alphabetV , V ∗ is the free monoid
generated byV with the concatenation operation and
V + denotes all nonempty strings overV ∗ expectλ,
the empty string. Likewise,N+ represents the nat-
ural numbers andN = N+ ∪ {0}. As SN P sys-
tems need only one kind of objects, we restrictV in
{a} and simply usea∗, a+ instead of{a}∗ and{a}+.
As is mentioned in [14], an expressionE over V is
constructed starting fromλ and symbols ofV , using
union, concatenation, and Kleene + as useful opera-
tions and needing parentheses for specifying the order.
More precisely, each expression is associated with a
languageL(E) and complied with the following rep-
resentation: 1.L(λ) = {λ} andL(a) = {a} (a ∈ V ),
2. L((E1)

+) =L(E1)
+, 3.L((E1)∪(E2)) =L(E1)∪

L(E2), and 4.L((E1)(E2)) =L(E1)L(E2).
Given the above notions, an extended asyn-

chronous SN P system with local synchronization and
weighted synapses (in short, an EASN P system) to
achieve the sentiment clustering algorithm is a con-
struct of the form:

Π = (O, δ, σ, syn, ω, in, out,H)

where:
◦ O = {a} is an alphabet made up of only one object
a, called a spike.

◦ δ = {θi|1 ≤ i ≤ n} ∪ {αi|1 ≤ i ≤ n2} ∪ {βi|1 ≤
i ≤ n2} ∪ {γi|1 ≤ i ≤ n2} ∪ {µi|1 ≤ i ≤ 3}
is the family of neurons, with the meaning thatθi
(1 ≤ i ≤ n) denote then vertices in graphG, and
αi, βi, γi (1 ≤ i ≤ n2) are assigned to indicate the
edge weightw11, w21, . . . ,wn1, w12, w22, . . . ,wn2,
. . . , w1n, . . . ,wnn sequentially. For pictorial illus-
tration, a simplified model suiting for the clustering
with four vertices is shown in Figure (2), which can
be viewed as a toy example to figure out how neu-
rons and synapses function as a whole system.

Moreover, each neuron has the features of the
form δi = (mi, Ri, Pi) (1 ≤ i ≤ 3n2 + n + 3),
wheremi ≥ 0 shows the initial number of spikes
contained inδi, andRi is a finite set of spiking rules
described as(E/ac → ad) or (E′/ac → λ). Note
thatE andE′ are regular expressions over{a} and
L(E) ∩ L(E′) = ∅ . The ruleRi will be trig-
gered only whenE or E′ is strictly satisfied and
c(1 ≤ c ≤ mi) spikes are consumed by emitting
d(1 ≤ d ≤ c) spikes to each target neuron such
that (δi, δj) ∈ syn. E can be omitted ifE = {ac}.

Pi ≥ 0 is designated as the potential threshold of
δi to affect the available spikes in each step. The re-
maining spikes will vanish when the amount of them
is smaller thanPi and the potential ofδi turns to zero
with no more reductions occur.

◦ σ ={σ1, σ2, σ3, σ4} is the family of local sets con-
structed to achieve different procedures in the sen-
timent clustering algorithm.σ1 = {θi|1 ≤ i ≤ n}
constitutes theGeneration Moduleandσ1 is divided
into n subsets with each neuron serving as one sub-
set.σ2 ={αi, βi|1 ≤ i ≤ n2} is called theCompar-
ison Modulewithout further partition. TheSelection
Moduleequivalent toσ3 consists ofγi(1 ≤ i ≤ n2)
andk of them (denoted by{γi|i = (j−1)n+ j, 1 ≤
j ≤ n}) are combined into one subset with the re-
mainingn(n−1) neurons seen as a singleton subset
respectively. The lastDetermination Modulecon-
tainsµi(1 ≤ i ≤ 3) and no more subdivisions are
conducted on them.

Spiking rules in different sets and subsets are
applied asynchronously and the rules in the same set
without subdivision are used in a synchronous man-
ner. From the view of the whole system, there is
only one set of rules can be executed in each time u-
nit, and neurons in other sets have the chance to fire
only when no enable rules in this set can be used.
For subsets in each module, assume that at a giv-
en moment, one subset is picked up randomly and
each neuron which can apply a rule should do it. Af-
ter fully implementation of the spike firing, another
subset is non-deterministically chosen to be active
and the rules in it are able to be used.

◦ syn is a synapse dictionary among cells with the fol-
lowing components:

syn = {(θi, θj)|1 ≤ i, j ≤ n, i 6= j}
∪ {(θi, αni), (θi, αni−1), . . . , (θi, α(i−1)n+2),
(θi, α(i−1)n+1)|1 ≤ i≤ n} ∪ {(αi, βi)|1 ≤ i ≤ n2}
∪ {{(βi, αi−jn), (βi, αn+i−jn), . . . ,
(βi, αn(n−1)+i−jn)|0 ≤ j ≤ n− 1,i = jn + 1,
jn + 2, . . . , jn + n}−{(βi, αi)|1 ≤ i ≤ n2}}
∪ {{(βi, βi−jn), (βi, βn+i−jn), . . . ,
(βi, βn(n−1)+i−jn)|0 ≤ j ≤ n− 1, i = jn + 1,

jn + 2, . . . , jn + n}−{(βi, βi)|1 ≤ i ≤ n2}}
∪ {(βi, γi)|1 ≤ i ≤ n2} ∪ {(γi,H)|1 ≤ i ≤ n2}
∪ {(γi, µ1)|1 ≤ i ≤ n2} ∪ {{(γi, γi−jn),
(γi, γn+i−jn), . . . , (γi, γn(n−1)+i−jn)|0 ≤ j ≤
n− 1, i = jn + 1, jn + 2, . . . , jn + n} −
{(γi, γi)|1 ≤ i ≤ n2} − {(γ(i−1)n+i,γ(j−1)n+i)|
1 ≤ i, j ≤ n} + {(γ(i−1)n+i, γ(i−1)n+i)|1 ≤ i ≤
n}} ∪ (µ1, µ3) ∪ (µ2, µ3) ∪ (H,µ2) ∪ {(µ3, θi)|
1 ≤ i ≤ n}.

◦ ω reveals the weight on synapses derived from the
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Figure 2: A simplified EASNP system for solving sentiment clustering

edge weights in graphG and the number of clusters.
As mentioned in section 3.2,s(SGi, SGj) is used to
express the closeness between two review records and
it’s corresponding towij endowed oneij . Neverthe-
less, it pertains to puts(SGi, SGj) (1 ≤ i ≤ j ≤ n)
in descending order and select the sequence number
to denotewij in order to be compatible with our sys-
tem. After the transformation, it becomes apparent
that: 1. s(SGi, SGi) = wii = 1(1 ≤ i ≤ n), 2.
wij = wji(1 ≤ i < j ≤ n), 3. 2 ≤ wij ≤ n(n −
1)/2 + 1(1 ≤ i, j ≤ n, i 6= j), and 4.wij = wml if
s(SGi, SGj) = s(SGm, SGl) (1 ≤ i, j,m, l ≤ n).
The relationship between synapses and their weight-
s are listed as below and the weight assigned by the
value of 1 is omitted for simplification:

ω =



































































































w1i {(θi, α(i−1)n+1)|1 ≤ i ≤ n},

{(β(i−1)n+1, γ(i−1)n+1)|1 ≤ i ≤ n},

{(γ(i−1)n+1,H)|1 ≤ i ≤ n},

{(γ(i−1)n+1, µ1)|1 ≤ i ≤ n} ∈ syn

w2i {(θi, α(i−1)n+2)|1 ≤ i ≤ n},

{(β(i−1)n+2, γ(i−1)n+2)|1 ≤ i ≤ n},

{(γ(i−1)n+2,H)|1 ≤ i ≤ n},

{(γ(i−1)n+2, µ1)|1 ≤ i ≤ n} ∈ syn

. . . . . .

wni {(θi, αin)|1 ≤ i ≤ n},

{(βin, γin)|1 ≤ i ≤ n},

to be continued . . .
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{(γin,H)|1 ≤ i ≤ n},

{(γin, µ1)|1 ≤ i ≤ n} ∈ syn

k + 1 {(µ3, θi)|1 ≤ i ≤ n} ∈ syn

−1 (µ1, µ3), {{(γi, γi−jn), (γi, γn+i−jn)

, . . . , (γi, γn(n−1)+i−jn)|0 ≤ j ≤ n

−1, i = jn + 1, . . . , jn+ n}−

{(γi, γi)|1 ≤ i ≤ n2} − {(γ(i−1)n+i,

γ(j−1)n+i)|1 ≤ i, j ≤ n}+

{(γ(i−1)n+i, γ(i−1)n+i)|1 ≤ i ≤ n}}

∈ syn

−(w1i + 1) {{(β(i−1)n+1, βjn+1)|1 ≤ i ≤ n,

0 ≤ j ≤ n− 1} − {(β(i−1)n+1,

β(i−1)n+1)|1 ≤ i ≤ n}} ∈ syn

−(w2i + 1) {{(β(i−1)n+2, βjn+2)|1 ≤ i ≤ n,

0 ≤ j ≤ n− 1} − {(β(i−1)n+2,

β(i−1)n+2)|1 ≤ i ≤ n}} ∈ syn

. . . . . .

−(wni + 1) {{(βin, βjn+n)|1 ≤ i ≤ n, 0 ≤

j ≤ n− 1} − {(βin, βin)|1 ≤ i

≤ n}} ∈ syn

to be continued . . .
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ω =











































































−|w1i − w1j | {{(β(i−1)n+1, α(j−1)n+1)|1 ≤ i,

j ≤ n} − {(β(i−1)n+1,

α(i−1)n+1)|1 ≤ i ≤ n}} ∈ syn

−|w2i − w2j | {{(β(i−1)n+2, α(j−1)n+2)|1 ≤ i,

j ≤ n} − {(β(i−1)n+2,

α(i−1)n+2)|1 ≤ i ≤ n}} ∈ syn

. . . . . .

−|wni − wnj | {{(βin, αjn)|1 ≤ i, j ≤ n}−

{(βin, αin)|1 ≤ i ≤ n}} ∈ syn

◦ in explains the initial configuration by designating
mi spikes toθi (1 ≤ i ≤ n) andS spikes to the envi-
ronment. Note thatmi spikes included inθi help to
achieve the third step in the sentiment clustering al-
gorithm and the preparation ofS spikes contributes
to completing the computing process in step 6.

◦ out shows output neurons consisting ofγi (1 ≤ i ≤
n2) andµ3, where the production ofγi shows the
computational result during each iteration and the
spiking ofµ3 initializes the next round of clustering
procedures.

◦ H indicates the environment and it’s capable of re-
ceiving spikes sent fromγi (1 ≤ i ≤ n2) and push-
ing them intoµ1 to carry out the comparison be-
tween the total costS andS′, which is generated in
step 3 and 5 by different assignments of the cluster
centroids.

Based on the previous illustration, some addition-
al explanations of EASNP systems are required to list
as below:
◦ As usual, if the rule(E/ac → ad) in δi is applicable

in stept and(δi, δj) ∈ syn (1 ≤ i, j ≤ n, i 6= j),
then a spike is sent out and replicated by the weight
endowed on(δi, δj), entering intoδj with no delay.
In the case of the output neuron, spikes are also de-
livered to the environment immediately. Similarly, it
happens in the same step that the rule(E′/ac → λ)
is used andc spikes are lost.

◦ Since only one (sub)set becomes active in each time
unit, rules in a neuron are applied in the exhaustive
mode: Ifδi produces a spike in stept, all of its avail-
able rules should be used in subsequent steps and all
the reserving spikes need to be evolved as much as
possible. With one of those rules selected in a non-
deterministic way during each computation, the pro-
cess of neuron updating stops when no applicable
rules exist in it.

◦ The configuration of this system, regarded asCi

(i = 1, 2, . . . ), is described by the amount of spikes

present in each neuron and the state of neurons
which are active or not. A transition ofΠ is defined
asCi ⇒ Ci+1 and any sequence of them starting
from C1 is called a computation ofΠ. A computa-
tion is successful when it halts and no rules can be
activated in any neuron. In the given case, the com-
putation finishes whenS′ ≥ S — the total cost isn’t
improved after once circulation, and those spikes in-
dicating the corresponding edge weights, fired byγi
(1 ≤ i ≤ n2) in the last iteration, are viewed as
the final clustering result generated by the EASN P
system.

◦ The total costS has the expression:S = w1,i1 +
w2,i2+, . . . , +wn,in (1 ≤ ij , j ≤ n), where
k of wj,ij equal towii (1 ≤ i ≤ n) associat-
ed with thek centroids, and(n − k) of wj,ij de-
note the weight between non-medoid object and it-
s centroid in each cluster. It’s easy to see that
Smin =k + 2(n − k)= 2n − k, and all the weights
between different vertices are set to two.Smax can
be calculated using equation (2) with the fact that
S achieves its maximum if and only if the remain-
ing (n − k) weights get the value ofn(n − 1)/2,
n(n − 1)/2 − 2, . . . ,n(n − 1)/2 − 2(n − k − 1)
sequentially. Therefore,S changes in the interval of
[2n− k, (n3 − (3+ k)n2+5kn+2n− 2k2)/2] and
the difference betweenSmax andSmin varies in[0,
(n3 − (3 + k)n2+5kn− 2n − 2k2 + 2k)/2].

Smax = k + n(n− 1)/2 + n(n− 1)/2− 2 + . . .

+n(n− 1)/2− 2(n − k − 1)

= (n3−(3+k)n2+5kn+2n−2k2)/2 (2)

◦ In the first iteration of the algorithm,Smax spikes
are prepared in the environment. When neuronµ1

receivesS spikes,Smax spikes are delivered toµ2

simultaneously to carry out the comparison between
S andSmax. If S < Smax, the computing process
continues andS spikes will reachµ2 in the second
round to make theDetermination Modulestart to
work.

5 EASN P Systems for Solving Senti-
ment Clustering Problem

In this section, we will give some elaborations of the
EASN P system to realize the sentiment clustering al-
gorithm efficiently. For eachn ∈ N , Table (2) indi-
cates the threshold setting ofδi (1 ≤ i ≤ 3n2+n+3),
as well as the number of initial spikes and rules con-
tained in them.

An overview of the computation needs to be in-
troduced firstly. In order to finish each iteration of
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Table 2: Threshold setting and the illustration of initial spikes and rules
Generation Comparison Selection Decision

Module
Module Module Module Module

θi αi βi γi µi µi
Neuron

(1 ≤ i ≤ n) (1 ≤ i ≤ n2) (1 ≤ i ≤ n2) (1 ≤ i ≤ 2) (i = 3)

Pi = wi,1 (1 ≤ i ≤ n)

Pi = wi−n,2 (n+ 1 ≤ i ≤ 2n)

Threshold Pi = k Pi = 1 . . . Pi = 1 P3 = 1

(Pi) (1 ≤ i ≤ n) (1 ≤ i ≤ n2) Pi = wi−n2+n,n (1 ≤ i ≤ 2)

(n2
− n+ 1 ≤ i ≤ n2)

Initial

Spike
k 0 0 Smax 0

ak
→ a a+/a → a

ak+1
→ a awi,1 → a awi,1 → a a2n−k

→ a2n−k a → a

. . . (1 ≤ i ≤ n) (1 ≤ i ≤ n) a2n−k+1
→ a2n−k+1 a2

→ a

Rule a2k−1
→ a awi−n,2 → a awi−n,2 → a a2n−k+2

→ a2n−k+2 a3
→ a

a2k+1/a → λ (n+ 1 ≤ i ≤ 2n) (n+ 1 ≤ i ≤ 2n) . . . . . .

a4k/a3k
→ λ . . . . . . aSmax−1 → aSmax−Smin

a4k+1/a2k+1 a
w

i−n2+n,n → a a
w

i−n2+n,n → a aSmax−1 → a

→ λ (n2
− n+ 1 ≤ i ≤ n2) (n2

− n+ 1 ≤ i ≤ n2) aSmax → aSmax

the algorithm, the strategy consists of four stages and
each of them corresponds to one module in the frame-
work of EASN P systems. In theGeneration Stage,
θi (1 ≤ i ≤ n) pick up k verticesvi1 , vi2 , . . . , vik
(1 ≤ ij ≤ n, 1 ≤ j ≤ k) randomly to be as the initial
centroids in the first iteration. In the next round, one
of (n− k) non-medoid objects is selected and defined
asO′ to replace a former centerO. As to theCom-
parison Stage, wi,i1 , wi,i2, . . . ,wi,ik are compared to
each other andvi will be designated to its most simi-
lar centroid with the minimum weight. Ifvi owns the
same minimum value with muti-medoids, then theSe-
lection Moduleintends to choose one randomly. In the
last stage,Smax will be replaced byS and the algo-
rithm proceeds to the second circulation ifS < Smax.
WhenS′ ≥ S in the later computation, the system
halts and final clustering results come into being even-
tually. More details about the calculation process are
listed as below:

Generation Stage: Sinceθi (1 ≤ i ≤ n) is mod-
eled as a singleton subset and it has the enable rule
(ak → a) in step 1, one neuronθi1 (1 ≤ i1 ≤
n) becomes active due to the asynchronous manner,
sending a spike toθi2 , θi3, . . . , θin andα(i1−1)n+1,
α(i1−1)n+2, . . . ,αi1n. After that,θi1 has no spikes left
and the other neurons contained in this module own
(k + 1) spikes with the executable rule(ak+1 → a).
Besides that,α(i1−1)n+1, . . . ,αi1n receivew1,i1 , . . . ,
wn,i1 spikes separately at the same time. In step 2,
θi2 emits a spike toθi1, θi3 , . . . , θin andα(i2−1)n+1,
α(i2−1)n+2, . . . , αi2n, causingθi3, . . . , θin to get

(k + 2) spikes but makingθi1 reserve no spikes as
the number of them is less than the potential threshold
k (2 ≤ k ≤ n − 1). With the fact that only one mod-
ule is allowed to work in each time unit,α(i1−1)n+1,
. . . , αi1n can’t start to fire although the firing con-
dition (a+/a → a) is satisfied. From step 3 tok,
θi3 to θik are non-deterministically chosen with on-
ly one at a time, makingθik+1

to θin retain2k spikes
and the selectedk neurons have the potential of ze-
ro. TheGeneration Modulestops in stepk because
no more rules can be further used andkn neurons of
αi (1 ≤ i ≤ n2), connected withθi1 to θik respec-
tively, own the amount of spikes equal to the synapse
weights and will be triggered in the next stage.

Comparison Stage: The first layer of this mod-
ule consists ofαi (1 ≤ i ≤ n2) and kn of them
begin to produce a spike simultaneously since step
(k + 1) as all of them are included in one set with-
out subdivision. In step(k + 1), kn neurons ofβi
(1 ≤ i ≤ n2) located in the second layer receive a
spike andβ(i1−1)n+i1 , β(i2−1)n+i2 , . . . , β(ik−1)n+ik
are ready to fire in the next step. That is to say,
the minimum weight ofk centroids has been gained
due to the fact that a centroid can’t be assigned to
other clusters besides the one it belongs to. In step
(k + 2), α(i1−1)n+i1 to α(ik−1)n+ik

have no spikes to
fire but the otherk(n − 1) neurons in the first lay-
er continue to execute the rule(a+/a → a). At the
same time,β(i1−1)n+i1 send one spike toαi1 , αn+i1,
. . . , αn(n−1)+i1 (expectα(i1−1)n+i1) andβi1 , βn+i1 ,
. . . , βn(n−1)+i1 (expectβ(i1−1)n+i1), actually gener-
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ating |wi1,i1 − wi1,1|, . . . , |wi1,i1 − wi1,n| (expect
|wi1,i1 −wi1,i1 |) and|wi1,i1 +1| spikes to be removed
from the target neuron.wi1,i1 spikes are transport-
ed toγ(i1−1)n+i1 immediately and the same operation
also occurs onβ(i2−1)n+i2 to β(ik−1)n+ik . As a re-
sult, the number of spikes preserved inαi1 , αn+i1,
. . . ,αn(n−1)+i1 , . . . ,αik , αn+ik , . . . ,αn(n−1)+ik

and
βi1 , . . . ,βn(n−1)+i1 , . . . ,βik , . . . ,βn(n−1)+ik decreas-
es to zero and the neurons change into inactive with
no capable rules. In the following steps, the min-
imum weight between the rest(n − k) non-medoid
objects and their most similar centers is selected one
after another and theComparison Stagehalts in step
(k + wip,iq + 1) (ip ∈{ik+1, ik+2, . . . , in}, iq ∈
{i1, i2, . . . ,ik}), wherewip,iq is the maximum ofn
minimum weights associated withn objects. Using
the method suggested above, ifvi (1 ≤ i ≤ n) has the
equal minimum weight with more than one centroid,
such asvij andvil (ij , il ∈ {i1, . . . , ik}, ij 6= il), then
wi,ij (wi,ij = wi,il) spikes are delivered toγ(ij−1)n+i

andγ(il−1)n+i for further application.

Selection Stage: As the module is constituted by
(n2 − n + 1) subsets mentioned in section 4, in step
(k + wip,iq + 2), one of them is chosen to apply
the rule whereas neurons in other sets keep unfired.
Since the order of activating different sets doesn’t
make an effect on the computing result, we presume
that the set consisting ofγ(i1−1)n+i1 , γ(i2−1)n+i2 , . . . ,
γ(ik−1)n+ik starts to work in the first place and each
of them introducewij ,ij (ij ∈ {i1, . . . , ik}) spikes
to µ1 andH. µ1 obtains the spikes immediately and
accumulates them for spiking preparation. Spikes re-
ceived by the environment are regarded as a part of the
clustering result computed by this iteration. In step
(k + wip,iq + 3), γ(i1−1)n+i1 , . . . , γ(ik−1)n+ik

have
no rules to use and one ofγ(il−1)n+ij (ij ∈ {ik+1,
. . . , in}, il ∈ {i1, . . . , ik}) conveyswij ,il spikes toµ1

andH the same as before. Moreover, one spike should
be moved fromγij , γn+ij . . . , γ(n−1)n+ij (expec-
t γ(il−1)n+ij ), because synapses start fromγ(il−1)n+ij
have the weight of−1. If they have spikes gained
from the computation in the last stage, then these
spikes will vanish as the number of them is less than
the potential threshold. If not, the potential of them
remains to zero and no more rules can be applied ei-
ther. In this way, as for eachvi with wi,ij =wi,il

(1 ≤ i ≤ n, ij , il ∈ {i1, . . . , ik}, ij 6= il), only
one of them with will be non-deterministically chosen
and calculated in the total cost ofS. The following
(n − k − 1) steps proceeds in the same way as ex-
plained in step(k+wip,iq +3) and all then minimum
weights associated withn vertices are summed up in
µ1 after step(wip,iq + n+ 2). Also in that step,Smax

spikes are sent toµ2 from the environment, preparing

for the comparison withS in the next stage.

Determination Stage: In step(wip,iq + n + 3),
the rule(aSmax → aSmax) deliversSmax spikes toµ3.
Simultaneously,(aS → aS) can be used inµ1 and
causeS spikes lost inµ3 due to the negative weight.
Note that two possible cases come into being: 1. If
S < Smax, (aSmax−S → a) included inµ3 can be
applied and one spike is duplicated by(k + 1) in step
(wip,iq + n + 4), making the number of spikes inθi1
to θik increase to(k + 1) and the other neurons con-
sist of (3k + 1) spikes. 2. IfS = Smax, the com-
putation finishes andw1,i1 , w2,i2 , . . . , wn,in spikes
fired by γ(i1−1)n+i1 , γ(i2−1)n+i2 , . . . , γ(in−1)n+in in
H are seen as the clustering result in the end (with the
meaning that eachvi(1 ≤ i ≤ n) has been classified
into one cluster successfully although this solution is-
n’t the optimal one). From the above explanation of
the computing process, it’s not difficult to find that
a better clustering result can be gained if and only if
S < Smax holds true and a new round of iteration will
begin in step(wip,iq + n+ 5).

Sinceθi1 to θik are capable of applying the rule
(ak+1 → a), one of them is activated, distributing a
spike to the rest(n − 1) neurons in theGeneration
Module, as well asn neurons located in theCompar-
ison Moduleafter duplicated by the synapse weight.
After that, the second selected neuron enables to use
(ak+2 → a) and changes the amount of spikes con-
tained inθik+1

, . . . ,θin into (3k + 3). Functioning in
the asynchronous mode,(k − 1) neurons in{θi1 , . . . ,
θik} spike the second time from step(wip,iq + n+ 5)
to step(wip,iq + n+ k + 3) and the potential of them
becomes zero again. In step(wip,iq +n+k+4), with
4k spikes remaining inθik+1

, . . . ,θin , its essential to
pick one associated with a new centroidO′ and the
neuron could execute(a4k/a3k → λ) and(ak → a)
sequentially. In the next(n− k) steps, two forgetting
rules(a4k+1/a2k+1 → λ) and(a2k+1/a → λ) are ap-
plicable in those neurons indicating the new(n − k)
non-medoid objects, leaving2k spikes contained in
them just like the former iteration. TheGeneration
Stagestops working in step(wip,iq + 2n + 5), and it
turns to theComparison ModuleandSelection Mod-
ule to produce a new clustering pattern ofn vertices.
The computation process continues untilS′ ≥ S with
the clustering result clearly reflected inH, and Table
(3) shows the resource summary of EASN P systems
constructed in this work.

It is important to point out that the duration of
each iteration is limited toO(n2), while the computa-
tion complexity of the original PAM clustering algo-
rithm is O(k(n − k)2). In the best case, only three
steps are cost in theComparison Stage, with the re-
striction thatwij equals to 2 for eachvi andvj (i 6= j)
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Table 3: Summary of resources used in the EASN P system
Generation Comparison Selection Decision

Number
Module Module Module Module

Sum

Neuron n 2n2 n2 3 3n2 + n+ 3

wi,1, wi−n,2,
Threshold

k 1 . . . , 1 /
(Pi)

wi−n(n−1),n

Initial (n3
− (3 + k)n2 + 5kn (n3

− (3 + k)n2 + 7kn

Spike
kn 0 0

+2n− 2k2)/2 +2n− 2k2)/2

(3n3
− (9 + 3k)n2 + 15kn (3n3

− (3 + 3k)n2 + 17kn
Rule (k + 3)n 2n2 n2

−6n− 6k2 + 6k + 4)/2 −6k2 + 6k + 4)/2

Set n 1 n(n− 1) + 1 1 n2 + 3

min : 3 min : n+ 6

Step
k or

max : n− k + 1 2 max :
n+ 1

n(n− 1)/2 + 1 (n2 + 3n− 2k + 10)/2

Table 4: Three properties of senti-graphs derived from 11 customer reviews
s(SGi, SGj)

wij

1 2 3 4 . . . . . . 9 10 11

1 1 0.488 0.333 0.156 0.160 0.129 0.090

(6) 1 4 15 38 37 41 43

2 0.488 1 0.375 0.200 0.143 0.077 0.087

(15) 4 1 11 33 39 46 45

3 0.333 0.375 1 0.279 . . . . . . 0.219 0.162 0.107

(10) 15 11 1 23 30 36 42

4 0.156 0.200 0.279 1 0.400 0.160 0.182

(21) 38 33 23 1 10 37 34

. . . . . .

8 0.222 0.211 0.324 0.368 0.430 0.308 0.375

(15) 29 31 16 12 7 18 11

9 0.160 0.143 0.219 0.400 1 0.320 0.375

(15) 37 39 30 10 1 17 11

10 0.129 0.077 0.162 0.160 . . . . . . 0.320 1 0.400

(21) 41 46 36 37 17 1 10

11 0.090 0.087 0.107 0.182 0.375 0.400 1

(15) 43 45 42 34 11 10 1

in graphG. In the worst case,wip,iq = n(n−1)/2 and
(n(n−1)/2+1) steps are required before completing
the function of theComparison Module.

6 Experiments and Results Analysis

In this section, a real-word case is presented to illus-
trate how EASN P systems deal with the sentiment
clustering and classify customer reviews effectively.
Table (4) indicates 11 records of the CLINIQUE
Moisturizing Gel, a popular skin care product sold
on JUMEI.COM, and they are uniquely identified

by a number between 1 and 11. The preprocessing
steps need to segment these Chinese records into
separate words by ICTCLAS and extract those with
sentiment polarity using NTUSD. According to the
computing method mentioned in section 3,|SGi|
(1 ≤ i ≤ 11) is calculated and listed in the first col-
umn with parentheses.s(SGi, SGj) (1 ≤ i, j ≤ 11)
is written in first line of each review respectively,
with wij shown below and used in the computing
process of EASN P systems. The core structure of
an EASN P system is presented in Figure (3) and the
function of four modules will be specified graphically.
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Table 5: One possible computation of the EASNP system based on sentiment clustering algorithm
Steps in

the1st Neuron Spike (Rule)

iteration

1 θ2 3(a3
→ a)

2 θ3 4(a4
→ a)

3 θ8 5(a5
→ a)

α12, α13 , . . . ,α33, 4(a+/a → a), 1(a+/a → a), . . . ,42(a+/a → a),
4

α78, . . . , α88 29(a+/a → a), . . . ,11(a+/a → a)

α12, α14, . . . , α24, 3(a+/a → a), 10(a+/a → a), . . . ,10(a+/a → a), 22

α26, . . . ,α33, α78, . . . , (a+/a → a), . . . ,41(a+/a → a), 28(a+/a → a), . . . ,12
5

α84, α86, α87, α88, (a+/a → a), 6(a+/a → a), 17(a+/a → a), 10(a+/a → a),

β13, β25, β85 1(a → a), 1(a → a), 1(a → a)

α12, α15, α17, α18, 2(a+/a → a), 31(a+/a → a), 3(a+/a → a), 17(a+/a →

α20, . . . ,α23, α26, . . . , a), 37(a+/a → a), . . . ,13(a+/a → a), 21(a+/a → a), . . . ,

6 α29, α31, . . . ,α33, 12(a+/a → a), 28(a+/a → a), . . . ,40(a+/a → a), 27

α78, α81, . . . ,α84, (a+/a → a), 10(a+/a → a), . . . ,11(a+/a → a), 5(a+/a →

α86, α87, α88, β16 a), 16(a+/a → a), 9(a+/a → a), 2(a2
→ a)

α12, α15, α17, α18, 1(a+/a → a), 30(a+/a → a), 2(a+/a → a), 16(a+/a →

α20, . . . ,α23, α26, a), 36(a+/a → a), . . . ,12(a+/a → a), 20(a+/a → a), 3

7 α28, α29, α31, . . . , (a+/a → a), 11(a+/a → a), 27(a+/a → a), . . . ,39(a+/a

α33, α78, α81, α83, → a), 26(a+/a → a), 9(a+/a → a), 12(a+/a → a), 10

α84, α86, α87, α88 (a+/a → a) 22,4(a+/a → a), 15(a+/a → a), 8(a+/a → a)

. . . . . .

22 α21, α32, β87 28(a+/a → a), 18(a+/a → a), 18(a18
→ a)

23 γ13, γ25, γ85 1(a → a), 1(a → a), 1(a → a)

24 γ16 2(a2
→ a)

25 γ87 18(a18
→ a)

26 γ86 7(a7
→ a)

27 γ12 4(a4
→ a)

28 γ88 11(a11
→ a)

29 γ17 5(a5
→ a)

30 γ81 12(a12
→ a)

31 γ84 13(a13
→ a)

32 µ1, µ2 75(a75
→ a), 387(a387

→ a)

33 µ3 312(a312
→ a)

w12, w22, w33, w48,

Weights w52, w62, w78, w88, Medoids (vertices)
v2(v1, v5, v6), v3, v8(v4,

w98, w10,8, w11,8
v7, v9, v10, v11)

. . . . . .

w12, w22, w36, w48,

Weights w52, w66, w76, w88, Medoids (vertices)
v2(v1, v5), v6(v3, v7), v8

w98, w10,8, w11,8
(v4, v9, v10, v11)

. . . . . .

w16, w26, w36, w48,

Weights w56, w66, w76, w88, Medoids (vertices)
v6(v1, v2, v3, v5, v7), v8

w98, w10,11, w11,11
(v4, v9), v11(v10)

brought forward...
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Steps in

the4th Neuron Spike (Rule)

iteration

112 θ6 4(a4
→ a)

113 θ11 5(a5
→ a)

114 θ9 12(a12/a9
→ λ)

115 θ9 3(a3
→ a)

116 θ8 7(a7/a → λ)

117 θ1 13(a13/a7
→ λ)

118 θ7 13(a13/a7
→ λ)

119 θ5 13(a13/a7
→ λ)

120 θ3 13(a13/a7
→ λ)

121 θ10 13(a13/a7
→ λ)

122 θ2 13(a13/a7
→ λ)

123 θ4 13(a13/a7
→ λ)

α56, . . . ,α66, α89, . . . , 8(a+/a → a), . . . ,35(a+/a → a), 37(a+/a → a), . . . ,11
124

α99, α111, . . . ,α121 (a+/a → a), 43(a+/a → a), . . . ,1(a+/a → a)

α56, . . . ,α60, α62, . . . , 7(a+/a → a), . . . ,8(a+/a → a), 8(a+/a → a), . . . ,34

α66, α89, . . . ,α96, (a+/a → a), 36(a+/a → a), . . . ,6(a+/a → a), 16(a+/a →
125

α98, α99, α111, . . . , a), 10(a+/a → a), 42(a+/a → a), . . . ,9(a+/a → a), 1(a

α120, β61, β97, β121 → a), 1(a → a), 1(a → a)

α56, . . . ,α60, α62, 6(a+/a → a), . . . ,7(a+/a → a), 7(a+/a → a), 13(a+/a

α63, α65, α89, . . . , → a), 30(a+/a → a), 35(a+/a → a), . . . ,38(a+/a → a),

126 α93, α95, α96, α98, 22(a+/a → a), 5(a+/a → a), 15(a+/a → a), 41(a+/a →

α111, . . . ,α115, α117, a), . . . ,45(a+/a → a), 38(a+/a → a), 9(a+/a → a), 8

α118, α120 (a+/a → a)

. . . . . .

α59, α65, α98, α114, 15(a+/a → a), 22(a+/a → a), 7(a+/a → a), 24(a+/a →
134

β92, β120 a), 10(a10
→ a), 10(a10

→ a)

135 γ58 6(a6
→ a)

136 γ120 10(a10
→ a)

137 γ92 10(a10
→ a)

138 γ61, γ97, γ121 1(a → a), 1(a → a), 1(a → a)

139 γ57 5(a5
→ a)

140 γ60 9(a9
→ a)

141 γ56 8(a8
→ a)

142 γ96 7(a7
→ a)

143 γ62 9(a9
→ a)

144 µ1, µ2 67(a67
→ a), 69(a69

→ a)

145 µ3 2(a2
→ a)

w16, w26, w36, w49,

Weights w56, w66, w76, w89, Medoids (vertices)
v6(v1, v2, v3, v5, v7), v9

w99, w10,11, w11,11
(v4, v8), v11(v10)

. . . . . .

w16, w26, w36, w49,

Weights w56, w66, w76, w89, Medoids (vertices)
v6(v1, v2, v3, v5, v7), v9

w99, w10,10, w11,10
(v4, v8), v10(v11)
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Figure 3: The EASNP system generated according to the given data

Table 6: Sentiment Clustering results of 11 Customer reviews
Cluster Key words Other sentiment words

suitable, promote, lovely, very good, comfortable, the best one, oily,

1 balance, avoid, effectively, prevent, allergy, specially, enjoy, without,

waste easily, worthy, recommendation, like, burden

comfortable, a

2 little bit, old,
without, with no idea, whether or not, useful,

abrasion
relatively, mild, suitable, worry, expect

many, indistinct,

3 allergy, poor,
none, worthy, oily, requirement, to one’s surprise,

inconformity
disappointment

Table (5) denotes one possible computation in-
cluding five iterations and stopping when the termi-
nation condition is satisfied. As for the user-provided
parameter, the number of clusters is assigned by three
and it could be larger with the expansion of initial
solution space. In each step, the spiking neuron is
showed in the second column and the third row re-
veals the number of reserving spikes with available
rules written in brackets. The clustering result is list-
ed in the end of each iteration and all the vertices in
parentheses have been designated to a centroid of one
specific cluster. In the given case, the algorithm halts
in step 179 with the condition thatS′ = S = 67. As
we can see Figure (4) drawn by Matlab R2010a,v6,

v9, v11 produced in the4th iteration are considered to
be the best centroids associated with three groups and
11 customer reviews are divided into different clusters
based on their sentiment similarity finally.

Since vertex 1, 2, 3, 5, 6, 7 are classified into
cluster 1, sentiment words contained in the6th senti-
graph are regarded as the key words of this cluster
and the words representing other reviews are sort-
ed in accordance with the order by descendingwi6

(i = 1, 2, 3, 5, 7). Same operations are conducted on
cluster 2 and cluster 3, which consist of vertex 4, 8, 9
and vertex 10, 11 respectively. The clustering result
about 39 sentiment words is shown in Table (6) and
customers are able to browse comment records with
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different emphases and obtain valuable information of
this popular product with the help of these represen-
tative sentiment words listed in front of each review
group. If hundreds of reviews are classified according
to this sentiment analysis method, it will bring great
convenience to shoppers and manufacturers, shorten-
ing the time of opinion extraction and speeding up the
marketing research on the product appraisal given by
online consumers.
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Figure 4: Clustering results gained from the computer
simulation

7 Final Remarks
In this paper, a variant of SN P systems, an EASN
P system is introduced, using weighted synapses and
potential threshold to realize the sentiment clustering
of Chinese customer reviews based on the graph rep-
resentation. Form the theoretical point of view, the
computational complexity of our systems is limited to
O(n2), whereas the traditional PAM clustering algo-
rithm isO(k(n − k)2). The whole system is divided
into four sets, functioning in an asynchronous manner
to achieve the four main procedures in the sentimen-
t clustering algorithm. Spiking rules are exhaustively
applied in each active neuron and weighted synaps-
es working in corporation with the potential threshold
make different effects on the spike transmission and
neuron evolution. Its highly conceivable that model-
ing each customer review as a senti-graph contributes
to keeping its inherent structure and we perform the
sentiment clustering algorithm on these senti-graphs
to find out their emotion orientations instead of the
topic relevance between them. Different from clas-
sifying the reviews into positive and negative cate-
gories, the goal of sentiment clustering is to make full
use of the complexity of online shoppers’ attitudes and
emotions, providing a convenient and fast way for po-

tential clients to filter out useful suggestions the users
expect to highlight and collect the product information
they actually need.

Nevertheless, there are also some drawbacks
worth investigating further. The number of cluster-
s needs to be predefined and more thann3 rules and
initial spikes should be prepared for the EASN P sys-
tem. In our future work, it seems promising to use
this SN P system to solve other clustering problems
based on the graph representation and apply the way
of sentiment analysis to more practical applications
both online and offline.
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G. Pǎun, Spiking neural P systems with weight-
s and thresholds,The 10th Workshop on Mem-
brane Computing (WMC10), Research Group on
Natural Computing, Sevilla University 2009

[5] J. Wang, H. J. Hoogeboom and L. Q. Pan, Spik-
ing neural P systems with neuron division,Mem-
brane Computing6501, 2011, pp. 361–376.

[6] L. F. Macı́as-Ramos and M. J. Pérez-Jiménez,
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